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0 Chapter 0: Miscellany

Proposition 0.1. Let 𝐴 be a commutative ring. For a polynomial 𝑓 = 𝑎0 + · · · + 𝑎𝑛𝑇𝑛 ∈ 𝐴[𝑇],
define the content of 𝑓 by

𝑐( 𝑓 ) := (𝑎0 , . . . , 𝑎𝑛).
Then

𝑐( 𝑓 𝑔) ⊆ 𝑐( 𝑓 )𝑐(𝑔) ⊆
√
𝑐( 𝑓 𝑔).

Proof. Note that for any ideal 𝐼, √
𝐼 :=

∩
𝔭⊇𝐼

𝔭.

Therefore, we have to show that

𝑐( 𝑓 𝑔) ⊆ 𝔭 =⇒ 𝑐( 𝑓 )𝑐(𝑔) ⊆ 𝔭.

It suffices to see that 𝑐( 𝑓 )𝑐(𝑔) is mapped to (0) in 𝐴/𝔭, so we can assume that 𝐴 is an
integral domain and 𝔭 = (0). In that situation, we have

𝑐( 𝑓 𝑔) = (0) ⇐⇒ 𝑓 𝑔 = 0 ⇐⇒ 𝑓 = 0 or 𝑔 = 0

and therefore
𝑐( 𝑓 )𝑐(𝑔) = (0)

as desired. ■

Definition 0.2. Let 𝐴 be a commutative ring, and let 𝑓 ∈ 𝐴[𝑇]. We say 𝑓 is primitive if
𝑐( 𝑓 ) = (1).
Remark 0.3. Let 𝐴 be a unique factorization domain, and let 𝐾 = Frac(𝐴). Let 𝑓 ∈ 𝐾[𝑇]
be any polynomial. Then one can write 𝑓 = 𝑎 𝑓0 where 𝑎 ∈ 𝐾, and 𝑓0 ∈ 𝐴[𝑇] is primitive.
This is called a reduced expression for 𝑓 , and it is unique up to multiplication by a unit in
𝐴. To produce one such decomposition, simply factor each coefficient of 𝑓 and clear any
common factors, packing them into the coefficient 𝑎.

Corollary 0.4: Gauss’s Lemma. Let 𝐴 be a commutative ring. Then, for all 𝑓 , 𝑔 ∈ 𝐴[𝑇],
𝑓 𝑔 is primitive ⇐⇒ 𝑓 and 𝑔 are primitive.

Proof. If 𝑐( 𝑓 𝑔) = (1), then
(1) = 𝑐( 𝑓 𝑔) ⊆ 𝑐( 𝑓 )𝑐(𝑔) ⊆ (1).

Since 𝐼𝐽 ⊆ 𝐼 and 𝐼𝐽 ⊆ 𝐽 for all ideals 𝐼 , 𝐽, we are done.
Conversely, if 𝑐( 𝑓 ) = 𝑐(𝑔) = 1, then

(1) = 𝑐( 𝑓 )𝑐(𝑔) ⊆
√
𝑐( 𝑓 𝑔)

so
√
𝑐( 𝑓 𝑔) = (1). Therefore, there is some 𝑥 ∈ 𝑐( 𝑓 𝑔) such that 𝑥𝑛 = 1, so 𝑥 is invertible and

𝑐( 𝑓 𝑔) = (1) as desired. ■

Remark 0.5. Consider the situation from Remark 0.3, and let 𝑓 , 𝑔 ∈ 𝐾[𝑇] have reduced
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expressions 𝑓 = 𝑎 𝑓0 and 𝑔 = 𝑏𝑔0. Then 𝑎𝑏 𝑓0𝑔0 is a reduced expression for 𝑓 𝑔 by Corollary
0.4.

1 Chapter 1: Ideals

Definition 1.1. Let 𝑅 be a commutative ring. An ideal of 𝑅 is a subset 𝐼 ⊆ 𝑅 for which
𝑎 𝑓 + 𝑏𝑔 ∈ 𝐼 for all 𝑓 , 𝑔 ∈ 𝐼, 𝑎, 𝑏 ∈ 𝑅. That is, it is an 𝑅-submodule of 𝑅. An ideal 𝔪 is
maximal if it is proper and maximal with respect to containment. An ideal 𝔭 is prime if it
is proper and whenever 𝑓 𝑔 ∈ 𝔭, either 𝑓 ∈ 𝔭 or 𝑔 ∈ 𝔭.

Example 1.2. For any morphism 𝑅 → 𝑆 of rings, the kernel is an ideal of 𝑅.

Example 1.3. Anymaximal ideal is prime. An ideal 𝐼 is prime (resp. maximal) if and only
if 𝑅/𝐼 is an integral domain (resp. a field).

Proposition 1.4. Let 𝑅 be a commutative ring, 𝐼 ⊆ 𝑅 an ideal. Let 𝜋 : 𝑅 → 𝑅/𝐼 be the canonical
projection. Then 𝜋−1 induces a bĳection

{ideals of 𝑅/𝐼} � {ideals of 𝑅 containing 𝐼}.
Furthermore, this preserves prime ideals, hence induces a bĳection

𝜋−1 : Spec𝑅/𝐼 ∼−→ {𝔭 ∈ Spec𝑅 | 𝐼 ⊆ 𝔭} = 𝑉(𝐼).

1.1 Existence of maximal and prime ideals

Proposition 1.5. Let 𝑅 be a commutative ring, 𝐼 ⊆ 𝑅 a proper ideal. Then 𝐼 is contained in a
maximal ideal. In particular, an element 𝑓 ∈ 𝑅 is invertible if and only if it is not contained in a
maximal ideal.

Proof. Consider the non-empty posetΣ of ideals in 𝑅 containing 𝐼. Taking the union, each
totally ordered subset of Σ has an upper bound, so by Zorn’s lemma, there is a maximal
element 𝔪 as desired. The last assertion follows by considering the ideal ( 𝑓 ). ■

Proposition 1.6. Let 𝑅 be a commutative ring, let 𝑆 be a multiplicative subset of 𝑅, and let 𝐼 ⊆ 𝑅
be an ideal such that 𝐼 ∩ 𝑆 = ∅. Then there is a prime ideal 𝔭 containing 𝐼 such that 𝔭 ∩ 𝑆 = ∅.

Proof. By Zorn’s lemma, there is an ideal 𝔭 maximal with respect to the condition that
𝔭 ⊇ 𝐼 and 𝔭 ∩ 𝑆 = ∅. It is prime: if 𝑓 , 𝑔 ∉ 𝔭, then by maximality (𝔭, 𝑓 ) ∩ 𝑆 ≠ ∅ and
similarly for 𝑔, so there are elements 𝑝, 𝑞 ∈ 𝔭 and 𝑎, 𝑏 ∈ 𝑅 such that 𝑝 + 𝑎 𝑓 , 𝑞 + 𝑏𝑔 ∈ 𝑆.
Since 𝑆 is multiplicative, their product is in 𝑆, so

(𝑝 + 𝑎 𝑓 )(𝑞 + 𝑏𝑔) = 𝑝𝑞 + 𝑏𝑔𝑝 + 𝑎 𝑓 𝑞 + 𝑎𝑏 𝑓 𝑔 = 𝑝′ + 𝑎𝑏 𝑓 𝑔 ∈ 𝑆, where 𝑝′ ∈ 𝔭.

Since 𝔭 ∩ 𝑆 = ∅, it follows that 𝑓 𝑔 ∉ 𝔭. ■
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1.2 Radicals of ideals

Definition 1.7. Let 𝑅 be a commutative ring. The radical of an ideal 𝐼 in 𝑅 is
√
𝐼 := { 𝑓 ∈ 𝑅 | ∃𝑛 > 0 such that 𝑓 𝑛 ∈ 𝐼}.

The radical
√(0) of (0) is called the nilradical of 𝑅, and consists of all nilpotent elements of

𝑅. An ideal 𝐼 is called radical if
√
𝐼 = 𝐼.

Proposition 1.8. Let 𝑅 be a commutative ring, 𝐼 ⊆ 𝑅 an ideal. Then
√
𝐼 =

∩
𝔭⊇𝐼

𝔭.

In particular, en element of 𝑅 is nilpotent if and only if it is contained in every prime ideal of 𝑅.

Proof. By taking the quotient by 𝐼, one reduces to the case where 𝐼 = 0, so we need only
show the statement about nilpotents. If 𝑓 ∈ 𝑅 is nilpotent, then clearly it is contained
in every prime ideal 𝔭 since 0 ∈ 𝔭. For the converse, we show the contrapositive: if an
element 𝑓 is not nilpotent, then there is some prime 𝔭 such that 𝑓 ∉ 𝔭. If 𝑓 is not nilpotent,
then {1, 𝑓 , 𝑓 2 , . . .} is a multiplicative subset of 𝑅 not containing 0. Applying Proposition
1.6, we find a prime ideal 𝔭 such that 𝑓 ∉ 𝔭. ■

1.3 Prime ideals in the reduction of a commutative ring

Definition 1.9. A commutative ring 𝑅 is reduced if it has no non-zero nilpotents. Given
any commutative ring 𝑅, the quotient 𝑅red := 𝑅/√(0) is called the reduction of 𝑅.

Remark 1.10. The reduction of 𝑅 is the universal reduced ring with a morphism from 𝑅.

Proposition 1.11. Let 𝑅 be a commutative ring. Then the canonical projection 𝜋 : 𝑅 → 𝑅red
induces a bĳection

𝜋−1 : Spec𝑅red
∼−→ Spec𝑅.

Proof. Follows by the ideal correspondence theorem and Proposition 1.8. ■

Example 1.12. Let 𝑘 be a field and consider the quotient 𝐴 = 𝑘[𝑋,𝑌]/(𝑌2). Then the
prime ideals of 𝐴 are in bĳection with prime ideals of 𝑘[𝑋]. Indeed, 𝐴 = 𝑘[𝑋][𝑌]/(𝑌2) has
reduction 𝑘[𝑋].

1.4 Local rings

Definition 1.13. Acommutative ring is local if it has a uniquemaximal ideal. Equivalently,
if the non-invertible elements form an ideal.

Example 1.14. Localizations by prime ideal, or power series rings.

Remark 1.15. By the existence of maximal ideals, an element of a local ring 𝑅 is invertible if
and only if it is not contained in the unique maximal ideal. In particular, for every 𝑓 ∈ 𝔪,
1 + 𝑓 is invertible, i.e. 1 +𝔪 ⊆ 𝑅×.
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1.5 Prime ideals in a one-variable polynomial ring over a PID

Definition 1.16. A commutative ring 𝑅 is a unique factorization domain if it is an integral
domain and every non-zero non-invertible element can be written as a product of finitely
many irreducible elements in 𝑅, in a way unique up to rearrangement and multiplication
by units.

Definition 1.17. A ring is a principal ideal domain if it is an integral domain and each
ideal is generated by one element.

Proposition 1.18. Principal ideal domains are unique factorization domains. Any prime ideal of
a principal ideal is maximal.

Proof. Repeatedly decompose, which must terminate as divisibility chains must stabilize
(since PIDs are Noetherian). ■

Proposition 1.19. Let 𝐵 be a principal ideal domain. Then the prime ideals of 𝐵[𝑌] are

(1) the zero ideal (0),
(2) the principal ideals ( 𝑓 ), where 𝑓 ∈ 𝐵[𝑌] is irreducible, and

(3) the ideals (𝑝, 𝑔) where 𝑝 ∈ 𝐵 is prime, and 𝑔 ∈ 𝐵[𝑌] is a polynomial whose image in
𝐵[𝑌]/(𝑝) is irreducible.

In particular, for any maximal ideal 𝔪 = (𝑝, 𝑔) of 𝐵, the quotient 𝐵[𝑌]/𝔪 is a finite algebraic
extension of 𝐵/(𝑝).
Proof. It is clear that the ideals in (1) and (2) are prime. Therefore, let 𝔭 ⊆ 𝐵[𝑌] be a prime
ideal, and assume that this contains two elements 𝑓1 , 𝑓2 who have no common factor.

Denote by 𝐾 the field of fractions of 𝐵. Then 𝑓1 and 𝑓2 also share no common factor in
𝐾[𝐵]. Indeed, suppose that they do, and write 𝑓1 = ℎ𝑔1, 𝑓2 = ℎ𝑔2 where deg ℎ ≥ 1. Then
we may write ℎ = 𝑎ℎ0, 𝑔𝑖 = 𝑏𝑖 𝑔𝑖 ,0 in reduced form, i.e. where 𝑎, 𝑏𝑖 ∈ 𝐾 and ℎ0 , 𝑔𝑖 ,0 ∈ 𝐵[𝑌]
are primitive, since PIDs are unique factorization domains. Then the polynomials ℎ0𝑔𝑖 ,0
are primitive by Corollary 0.4, so 𝑓𝑖 = ℎ𝑔𝑖 = 𝑎𝑏𝑖ℎ0𝑔𝑖 ,0 ∈ 𝐵[𝑌] is a reduced expression
for 𝑓𝑖 , which then means that 𝑎𝑏𝑖 ∈ 𝐵. However, then 𝑓1 and 𝑓2 share a common factor,
namely ℎ0.

Now, consider the ideal ( 𝑓1 , 𝑓2) ⊆ 𝐾[𝑌]. Since 𝐾[𝑌] is a PID (hence a UFD) and 𝑓1 , 𝑓2
share no common factor, we have that ( 𝑓1 , 𝑓2) = 𝐾[𝑌], so there are 𝑎, 𝑏 ∈ 𝐾[𝑌] such that
𝑎 𝑓1 + 𝑏 𝑓2 = 1. Clearing denominators, we find some 𝑐 ∈ 𝐵 such that 𝑐𝑎 𝑓1 + 𝑐𝑏 𝑓2 = 𝑐 ∈ 𝐵,
so in particular, 𝐵 ∩ ( 𝑓1 , 𝑓2) ≠ (0). Since 𝐵 is a PID and 𝐵 ∩ ( 𝑓1 , 𝑓2) is prime, it is also a
maximal ideal of 𝐵. However, it is contained in 𝐵∩ 𝔭, hence 𝐵∩ 𝔭 = 𝐵∩ ( 𝑓1 , 𝑓2) = (𝑝) ⊆ 𝐵.
The result follows. ■

2 Chapter 2: Modules

Definition 2.1. Let 𝑅 be a commutative ring. A left 𝑅-module is an Abelian group 𝑀
together with an action of 𝑅, i.e. a map 𝑅 ×𝑀 → 𝑀 such that

(1) 1𝑚 = 𝑚,

(2) (𝑟𝑠)𝑚 = 𝑟(𝑠𝑚),
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(3) 𝑟(𝑚 + 𝑚′) = 𝑟𝑚 + 𝑟𝑚′, and

(4) (𝑟 + 𝑠)𝑚 = 𝑟𝑚 + 𝑠𝑚.

A morphism of 𝑅-modules is an 𝑅-linear morphism of Abelian groups. This organizes
into a category Mod𝑅.

An 𝑅-algebra is a commutative ring 𝐴 together with a map 𝑅 → 𝐴. A morphism
of 𝑅-algebras 𝐴 → 𝐵 is a morphism of rings compatible with the structure maps. This
organizes into a category Alg𝑅.

Example 2.2. 𝑅 itself is an𝑅-module, with the obviousmultiplication. The𝑅-submodules
of 𝑅 are exactly the ideals of 𝑅. Any 𝑅-algebra𝐴 has the structure of an 𝑅-module induced
by the structure map. Furthermore, if 𝐴 → 𝐵 is a ring homomorphism, one obtains
functors

Mod𝐴 → Mod𝐵 , Mod𝐵 → Mod𝐴
given by (−) ⊗𝐴 𝐵 on one hand, and restricting scalars on the other.

Example 2.3. For any 𝑅-module 𝑀, the endomorphism ring End(𝑀) has the structure of
an 𝑅-module, given by

𝑟𝜑 : 𝑚 ↦→ 𝑟𝜑(𝑚).
In fact, the map 𝑅 → End(𝑀), 𝑟 ↦→ (𝑟·) makes End(𝑀) into an 𝑅-algebra.

Example 2.4. For any 𝐴-algebra 𝐵 and element 𝑏 ∈ 𝐵, one may consider the 𝐴-module
𝐴[𝑏] generated by 𝑏.

Remark 2.5. The category Mod𝐴 has all small limits and all small colimits.

Example 2.6. For a commutative ring 𝐴, the modules
⨿

𝑆 𝐴 given by coproducts of copies
of 𝐴 are called free modules.

2.1 Finitely generated modules & Nakayama’s lemma

Let 𝐴 be a commutative ring, and 𝑀 an 𝐴-module. Any such 𝑀 has a free resolution,
presenting 𝑀 in terms of generators, relations, relations between those relations, and so
on. In particular, one can define a map⨿

𝑥∈𝑀
𝐴 · 𝑥 ↠ 𝑀, 𝑥 ↦→ 𝑥

and take the kernel. Doing the same procedure over and over again yields a resolution of
𝑀 by free modules. In general, one cannot choose any of these to be finite.

Definition 2.7. An 𝐴-module 𝑀 is finitely generated if there is a surjective map

𝑛⊕
𝑖=1

𝐴↠ 𝑀.

One says𝑀 is of finite presentation if there is a map as above for which the kernel is finitely
generated.
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Remark 2.8. Equivalently, we have a finite subset {𝑥1 , . . . , 𝑥𝑛} ⊆ 𝑀 for which the map
canonical map

𝑛⊕
𝑖=1

𝐴 · 𝑥𝑖 ↠ 𝑀

is surjective, i.e. every element of 𝑀 can be written as a linear combination of the 𝑥𝑖 .

Theorem 2.9. Let 𝐴 be a commutative ring, and 𝑀 a f.g. 𝐴-module with generators
{𝑥1 , . . . , 𝑥𝑛}. Let 𝜑 ∈ End(𝑀), and suppose that 𝐼 ⊆ 𝐴 is an ideal for which 𝜑(𝑀) ⊆ 𝐼𝑀.
Then there is a relation in End(𝑀) of the form

𝜑𝑛 + 𝑎1𝜑
𝑛−1 + · · · + 𝑎𝑛−1𝜑 + 𝑎𝑛 = 0,

where 𝑎𝑛 ∈ 𝐼𝑛 .

Proof. Note that

𝜑(𝑥𝑖) =
𝑛∑
𝑗=1

𝑎𝑖 𝑗𝑥 𝑗 , 𝑎𝑖 𝑗 ∈ 𝐼

since {𝑥1 , . . . , 𝑥𝑛} is a generating set and 𝜑(𝑥𝑖) ∈ 𝐼𝑀 by assumption. In End(𝑀), identi-
fying 𝑎𝑖 𝑗 with 𝜇𝑎𝑖 𝑗 , we can rewrite this as∑

𝑗

(𝛿𝑖 𝑗𝜑 − 𝑎𝑖 𝑗)𝑥 𝑗 = 0

and thus, considering thematrix (𝛿𝑖 𝑗𝜑−𝑎𝑖 𝑗) and its adjugate, we get that det(𝛿𝑖 𝑗𝜑−𝑎𝑖 𝑗) = 0.
Expanding this out yields the result. ■

Corollary 2.10. Let 𝐴 be a commutative ring, let 𝐼 be an ideal of 𝐴, and let 𝑀 a finitely generated
𝐴-module such that 𝐼𝑀 = 𝑀. Then there is an element 𝑎 ∈ 𝐴 such that 𝑎𝑀 = 0 and 𝑎 ∈ 1 + 𝐼.
Proof. Consider the identity map id𝑀 ∈ End(𝑀), and apply Theorem 2.9. Then we get
that 𝑥 + 𝑎1𝑥 + · · · + 𝑎𝑛𝑥 = 0 where 𝑎𝑖 ∈ 𝐼, and in particular,

(1 + 𝑏)𝑥 = 0

where 𝑏 ∈ 𝐼, so that 𝑎 = 1 + 𝑏 ∈ 1 + 𝐼. ■

Corollary 2.11: Nakayama’s Lemma. Let 𝐴 be a local ring with maximal ideal 𝔪, and let 𝑀
be a finitely generated 𝐴-module such that 𝔪𝑀 = 𝑀. Then 𝑀 = 0.

Proof. Apply Corollary 2.10 to get an element 𝑎 ∈ 1 +𝔪 ⊆ 𝐴× such that 𝑎𝑀 = 0. Since 𝑎
is invertible, it follows that 𝑀 = 0. ■

Corollary 2.12. Let𝐴 be a local ring with maximal ideal𝔪, let𝑀 be an𝐴-module, and let𝑁 ⊆ 𝑀
be a submodule. Suppose that 𝑀/𝑁 is finitely generated, and that 𝑀 = 𝑁 +𝔪𝑀. Then 𝑁 = 𝑀.

In particular, letting 𝑘 = 𝐴/𝔪, if 𝑀 is finitely generated over 𝐴 and some elements
𝑥1 , . . . , 𝑥𝑛 ∈ 𝑀 generate 𝑀/𝔪𝑀 as a 𝑘-module, then 𝑥1 , . . . , 𝑥𝑛 generate 𝑀.

Proof. Since 𝑀 = 𝑁 +𝔪𝑀, we see that 𝑀/𝑁 = 𝔪(𝑀/𝑁). Applying Nakayama’s lemma,
we see that 𝑀/𝑁 = 0, so 𝑀 = 𝑁 . To see the last statement, let 𝑁 =

∑
𝑖 𝐴𝑥𝑖 . Then
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𝔪𝑀 +∑
𝑖 𝐴𝑥𝑖 = 𝑀 since for any 𝑥 ∈ 𝑀 we can write [𝑥] = ∑

𝑖 𝑎𝑖[𝑥𝑖], so 𝑀 = 𝑁 . ■

Remark 2.13. This means that a generating set for 𝔪/𝔪2 lifts to a generating set for 𝔪.

Corollary 2.14. If 𝐴 is a commutative ring and 𝐼 a finitely generated ideal satisfying 𝐼2 = 𝐼, then
𝐼 is generated by a single idempotent element.

Proof. By Corollary 2.10, there is an element 𝑥 ∈ 1 + 𝐼 such that 𝑥𝐼 = 0. Write 𝑥 = 1 − 𝑒,
where 𝑒 ∈ 𝐼. Since 𝑒(1 − 𝑒) = 0, we have that

(1 − 𝑒)2 = 1 − 2𝑒 + 𝑒2 = (1 − 𝑒) − 𝑒(1 − 𝑒) = 1 − 𝑒
so that 1− 𝑒 is idempotent, and thus 𝑒 is idempotent. Now, let 𝑓 ∈ 𝐼. Then (1− 𝑒) 𝑓 = 0, so
𝑓 = 𝑒 𝑓 and we see that 𝐼 = (𝑒). ■

2.2 Exact sequences

Definition 2.15. A sequence of morphisms of 𝐴-modules

· · ·𝑀 𝑖−1 𝜑𝑖−1

→ 𝑀 𝑖 𝜑𝑖→ 𝑀 𝑖 → · · ·
is exact at 𝑖 if im(𝜑𝑖−1) = ker(𝜑𝑖). The sequence is exact if it is exact for all 𝑖 ∈ ℤ. A short
exact sequence is an exact sequence of the form

0 → 𝑀′ → 𝑀 → 𝑀′′ → 0.

Theorem 2.16. Consider a short exact sequence

0 → 𝐿
𝛼→ 𝑀

𝛽→ 𝑁 → 0.

Then the following are equivalent.

(1) There is an isomorphism of short exact sequences

0 𝐿 𝑀 𝑁 0

0 𝐿 𝐿 ⊕ 𝑁 𝑁 0

𝛼 𝛽

�

𝜄𝐿 𝜋𝑁

(2) The map 𝛽 has a section.

(3) The map 𝛼 has a retraction.

Proof. It is clear that (1) implies (2) and (3). We show that (2) implies (1), as (3) implies (1)
is similar. Let 𝑠 : 𝑁 → 𝑀 be a section of 𝛽. It is automatically injective; we want to show
that 𝑀 = 𝛼(𝐿) ⊕ 𝑠(𝑁) � 𝐿 ⊕ 𝑁 . First, we have 𝑀 = 𝛼(𝐿) + 𝑠(𝑁) since

∀𝑥 ∈ 𝑀, 𝑥 = (𝑥 − 𝑠(𝛽(𝑥))) + 𝑠(𝛽(𝑥))
where we note that 𝛽(𝑥 − 𝑠(𝛽(𝑥))) = 𝛽(𝑥) − 𝛽(𝑥) = 0, so that by exactness the first term is
in 𝛼(𝐿). Additionally, if 𝑠(𝑦) ∈ 𝛼(𝐿) ∩ 𝑠(𝑁), then 𝑠(𝑦) ∈ ker 𝛽 so that 0 = 𝛽(𝑠(𝑦)) = 𝑦, so
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𝑠(𝑦) = 0. Therefore, this sum is direct. ■

3 Chapter 3: The Noetherian Hypothesis

3.1 Noetherian rings and modules

Definition 3.1. Let 𝑅 be a commutative ring, and let 𝑀 be an 𝑅-module. We say that 𝑀
is Noetherian if any ascending chain

𝑁1 ⊆ 𝑁2 ⊆ · · · ⊆ 𝑀

of submodules of 𝑀 stabilizes at some finite point. We say 𝑅 is a Noetherian ring if it is
Noetherian as an 𝑅-module.

Remark 3.2. Clearly, any submodule of a Noetherian module is Noetherian. On the other
hand, a subring of a Noetherian ring need not be Noetherian.

Proposition 3.3. Let 𝑀 be an 𝑅-module. The following are equivalent.

(1) 𝑀 is Noetherian.

(2) Every submodule of 𝑀 is finitely generated.

In particular, 𝑅 is Noetherian if and only if every ideal is finitely generated.

Proof. Assuming (1), if 𝑁 ⊆ 𝑀 is a submodule, we can pick elements 𝑥1 , 𝑥2 , . . . , ∈ 𝑁 to
get an ascending chain

𝐴𝑥1 ⊆ 𝐴𝑥1 + 𝐴𝑥2 ⊆ · · · ⊆ 𝑁

and so the Noetherian hypothesis implies that there is some 𝑛 for which 𝑁 =
∑𝑛
𝑖=1 𝐴𝑥𝑛 .

Conversely, if (2) holds, and we have some chain of submodules

𝑁1 ⊆ 𝑁2 ⊆ · · · ⊆ 𝑀

then the union ∪𝑖𝑁𝑖 is a submodule of 𝑀, which is generated by some finite number
of elements. Therefore, the chain must stabilize as soon as all those elements have been
covered. ■

3.2 Noetherian hypothesis in exact sequences

Proposition 3.4. Let 𝐴 be a commutatve ring, and consider a short exact sequence

0 → 𝐿
𝛼
↩→ 𝑀

𝛽
↠ 𝑁 → 0

of 𝐴-modules. Then 𝑀 is Noetherian if and only if 𝐿 and 𝑁 are Noetherian.

Proof. If 𝑀 is Noetherian, then because we can identify 𝐿 with a submodule of 𝑀 it will
be Noetherian. Furthermore, if we are given an ascending chain in 𝑁 then taking the
preimage we get an ascending chain in 𝑀 which must stabilize, hence the original chain
stabilizes.
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Conversely, suppose 𝐿 and 𝑁 are Noetherian, and consider an ascending chain

𝑀1 ⊆ 𝑀2 ⊆ · · ·
in 𝑀. Then we get two ascending chains

𝛼−1(𝑀1) ⊆ 𝛼−1(𝑀2) ⊆ · · · , in 𝐿,

and
𝛽(𝑀1) ⊆ 𝛽(𝑀2) ⊆ · · · , in 𝑁

whichmust stabilize at some points 𝑘, ℓ , since 𝐿 and𝑁 areNoetherian. Let𝑚 = max{ℓ , 𝑘},
so that both chains are stable after 𝑚, and consider an element 𝑥 ∈ 𝑀𝑚+1. By assumption,
𝛽(𝑀𝑚+1) = 𝛽(𝑀𝑚), so 𝛽(𝑥) ∈ 𝛽(𝑀𝑚) and there is some 𝑦 ∈ 𝑀𝑚 such that 𝛽(𝑥) = 𝛽(𝑦).
In particular, 𝑥 − 𝑦 ∈ ker 𝛽 = im 𝛼, so 𝑥 − 𝑦 = 𝛼(𝑧). Now, 𝛼(𝑧) = 𝑥 − 𝑦 ∈ 𝑀𝑚+1, so
𝑧 ∈ 𝛼−1(𝑀𝑚+1) = 𝛼−1(𝑀𝑚), and therefore 𝛼(𝑧) ∈ 𝑀𝑚 . Finally, 𝑥 = 𝑧 + 𝑦 ∈ 𝑀𝑚 , so
𝑀𝑚 = 𝑀𝑚+1. ■

Corollary 3.5. Let 𝐴 be a commutative ring, and 𝑀1 , 𝑀2 two Noetherian 𝐴-modules. Then
𝑀1 ⊕ 𝑀2 is Noetherian.

Proof. Consider the short exact sequence

0 → 𝑀1 ↩→ 𝑀1 ⊕ 𝑀2 ↠ 𝑀2 → 0

and conclude using the above proposition. ■

Corollary 3.6. Let 𝐴 be a commutative ring.

(1) If {𝑀𝑖}𝑛𝑖=1 are Noetherian 𝐴-modules, then
⊕

𝑖 𝑀𝑖 is Noetherian.

(2) If 𝐴 is Noetherian, then an 𝐴-module 𝑀 is Noetherian if and only if it is finitely generated.

(3) If 𝐴 is Noetherian and 𝑀 is an 𝐴-module, then any submodule 𝑁 ⊆ 𝑀 is finitely generated.

(4) If 𝐴 is Noetherian and 𝐴→ 𝐵 is a finite 𝐴-algebra, then 𝐵 is Noetherian.

3.3 The Hilbert basis theorem

Theorem 3.7. Let 𝐴 be a Noetherian ring. Then 𝐴[𝑋] is Noetherian.

Proof. Let 𝐼 ⊆ 𝐴[𝑋] be an ideal; we will show it is finitely generated. Consider the auxil-
liary sets

𝐽𝑖 := {𝑎 ∈ 𝐴 | ∃ 𝑓 ∈ 𝐼 , 𝑓 = 𝑎𝑋 𝑖 + lower order terms}.
Then each 𝐽𝑖 is an ideal in 𝐴, and since 𝑋 𝑓 ∈ 𝐼 for all 𝑓 ∈ 𝐼, we have an ascending chain

𝐽1 ⊆ 𝐽2 ⊆ · · · ⊆ 𝐴.

Since 𝐴 is Noetherian, this terminates at some point

𝐽𝑛 = 𝐽𝑛+1 = · · · .
In addition, since 𝐴 is Noetherian, each 𝐽𝑖 is finitely generated; for 𝑚 ≤ 𝑛, let

{ 𝑓𝑚,1 , . . . , 𝑓𝑚,𝑟𝑚 } ⊆ 𝐼
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be polynomials corresponding to the generating elements of 𝐽𝑚 . We may then consider
the finite set

𝐽 = { 𝑓𝑚,𝑗}1≤𝑚≤𝑛,1≤ 𝑗≤𝑟𝑚 .

This generates 𝐼. To see this, let 𝑓 = 𝑎𝑋𝑁 + 𝑔 ∈ 𝐼, deg(𝑔) < 𝑓 . If 𝑁 ≥ 𝑛, then there is some
ℎ ∈ (𝐽) such that 𝑓 − 𝑋𝑁−𝑛ℎ ∈ 𝐼 kills the top order term. If 𝑁 < 𝑛, then there are some
𝑏 ∈ 𝐴, ℎ ∈ (𝐽) such that 𝑓 − ℎ kills the top order term. Thus, by induction, we see that any
element of 𝐼 can be written in terms of elements of 𝐽. ■

Corollary 3.8. Let 𝐴 be a Noetherian ring. Then 𝐴[𝑋1 , . . . , 𝑋𝑛] is Noetherian. In particular, any
finitely generated 𝐴-algebra 𝐵 = 𝐴[𝑋1 , . . . , 𝑋𝑛]/𝐼 is Noetherian.

4 Chapter 4: Integrality & Normality

Definition 4.1. Let 𝐴 be a commutative ring, and let 𝐵 be an 𝐴-algebra. An element 𝑏 ∈ 𝐵
is integral over 𝐴 if there is a monic polynomial 𝑓 ∈ 𝐴[𝑋] such that 𝑓 (𝑏) = 0. We say 𝐵 is
integral over 𝐴 if every 𝑏 ∈ 𝐵 is integral over 𝐴.

4.1 Integrality as finiteness, and tower laws

Theorem 4.2. Let 𝐴 be a commutative ring, 𝐴 → 𝐵 a ring homomorphism making 𝐵 an 𝐴-
algebra. Then the followinig are equivalent.

(1) 𝑏 ∈ 𝐵 is integral over 𝐴.

(2) 𝐴[𝑏] ⊆ 𝐵 is a finitely generated 𝐴-module.

(3) 𝑏 is contained in a finitely generated 𝐴-submodule 𝐵′ ⊆ 𝐵.

Proof. That (1) implies (2) is clear. If (2) holds, so that𝐴[𝑏] is finitely generated, then clearly
𝐵′ = 𝐴[𝑏] provides (3). Finally, assume (3), and let 𝐵′ ∋ 𝑏 be some finitely-generated 𝐴-
submodule with generators 𝑥1 , . . . , 𝑥𝑛 . Then

𝑏𝑥𝑖 =
𝑛∑
𝑗=1

𝛽𝑖 𝑗𝑥 𝑗 , 𝛽𝑖 𝑗 ∈ 𝐴.

In particular, leting 𝛽 = (𝛽𝑖 𝑗) and 𝑥 = (𝑥𝑖), we have

(𝑏 · id − 𝛽)𝑥 = 0.

Letting 𝛾 be the adjugate matrix of 𝑏 · id − 𝛽, we have

𝛾 · (𝑏 · id − 𝛽)𝑥 = det(𝑏 · id − 𝛽)𝑥 = 0

so that det(𝑏 · id− 𝛽) = 0 since the components of 𝑥 generate 𝐵′. Writing out this determi-
nant now gives an integral expression for 𝑏. ■

Corollary 4.3. Let 𝐵 be an 𝐴-algebra.

(1) If 𝑏1 , . . . , 𝑏𝑛 ∈ 𝐵 are integral over 𝐴, then 𝐴[𝑏1 , . . . , 𝑏𝑛] ⊆ 𝐵 is an integral 𝐴-algebra.
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(2) If 𝐶 is an integral 𝐵-algebra, and 𝐵 is an integral 𝐴-algebra, then 𝐶 is an integral 𝐴-algebra.

(3) The subset �̃� = {𝑏 ∈ 𝐵 | 𝑏 is integral over 𝐴} is a subring of 𝐵 such that ˜̃𝐴 = �̃�.

Proof. (1) is clear by induction. For (2), if 𝑐 ∈ 𝐶 is integral over 𝐵 then there is some monic
𝑓 = 𝑋𝑛 + 𝑏𝑛−1𝑋𝑛−1 + · · · + 𝑏0 ∈ 𝐵[𝑋] such that 𝑓 (𝑐) = 0. In particular, 𝑐 is integral over
𝐴[𝑏1 , . . . , 𝑏𝑛−1]. However, since each 𝑏𝑖 is integral over 𝐴, we have that

𝐴→ 𝐴[𝑏1 , . . . , 𝑏𝑛−1 , 𝑐]
is a finitely generated 𝐴-module, so 𝑐 is integral over 𝐴. (3) follows by (1) and (2). ■

4.2 Interal closures and normalizations

Definition 4.4. Let 𝐴 ⊆ 𝐵 be a ring extension. The integral closure of 𝐴 in 𝐵 is �̃� from
above. If 𝐴 = �̃�, then we say that 𝐴 is integrally closed in 𝐵. The integral closure 𝐴nor of an
integral domain 𝐴 in its field of fractions is called the normalization of 𝐴, and 𝐴 is normal
if 𝐴 = 𝐴nor.

Proposition 4.5. Let 𝐴 be a unique factorization domain. Then 𝐴 is normal.

Proof. Let 𝐾 be the field of fractions of 𝐴, and let 𝑓 ∈ 𝐴[𝑇] be a monic polynomial with a
root 𝛼 ∈ 𝐾. Write

𝑓 = 𝑇𝑛 + 𝑎𝑛−1𝑇𝑛−1 + · · · + 𝑎0 and 𝛼 =
𝑝
𝑞

where 𝑝, 𝑞 ∈ 𝐴 have no common non-invertible factors. Then

0 = 𝑓 (𝛼) =
(
𝑝
𝑞

)𝑛
+ 𝑎𝑛−1

(
𝑝
𝑞

)𝑛−1

+ · · · + 𝑎1

(
𝑝
𝑞

)
+ 𝑎0.

Multiplying by 𝑞𝑛 , we get

0 = 𝑞𝑛 𝑓 (𝛼) = 𝑝𝑛 + 𝑎𝑛−1𝑝𝑛−1𝑞 + · · · + 𝑎1𝑝𝑞𝑛−1 + 𝑎0𝑞𝑛 ,

and therefore
−𝑝𝑛 = 𝑎𝑛−1𝑝𝑛−1𝑞 + · · · + 𝑎1𝑝𝑞𝑛−1 + 𝑎0𝑞𝑛 .

We conclude that 𝑞 divides 𝑝𝑛 , which is a contradiction since, by assumption, they share
no factors. ■

Example 4.6. Let 𝑘 be a field, and consider 𝐴 = 𝑘[𝑋,𝑌]/(𝑌2−𝑋3). Let 𝑥 = [𝑋], 𝑦 = [𝑌], so
that𝐴 = 𝑘[𝑥, 𝑦]. Then𝐴nor = 𝑘[𝑡]where 𝑡 = 𝑦/𝑥. To see this, first note that Frac(𝐴) = 𝑘(𝑡).
Since 𝑡2 = 𝑦2/𝑥2 = 𝑥3/𝑥2 = 𝑥, and 𝑡3 = 𝑥𝑡 = 𝑦, we clearly have 𝑡 ∈ 𝐴nor. On the other
hand, 𝑘[𝑡] � 𝑘[𝑇] is a unique factorization domain, hence normal, so 𝐴nor = 𝑘[𝑡].
Example 4.7. Let 𝑘 be a field, and consider 𝐴 = 𝑘[𝑋,𝑌]/(𝑌2 − 𝑋3 − 𝑋2). As above, let
𝑥 = [𝑋] and 𝑦 = [𝑌]. Then we again have 𝐴nor = 𝑘[𝑡]where 𝑡 = 𝑦/𝑥. To see this, note that

𝑡2 = 𝑦2/𝑥2 = (𝑥3 + 𝑥2)/𝑥2 = 𝑥 + 1, 𝑦 = 𝑥𝑡 = 𝑡(𝑡2 − 1)
give monic integral relations for 𝑡 in Frac(𝐴) � 𝑘(𝑡). Therefore, 𝑡 ∈ 𝐴nor, so 𝑘[𝑡] ⊆ 𝐴nor.
On the other hand, 𝑘[𝑡] � 𝑘[𝑇] is normal and 𝐴 ⊆ 𝑘[𝑡].
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4.3 Integral extensions of fields are fields

Proposition 4.8. Let 𝐴 ⊆ 𝐵 be an integral extension of integral domains. Then 𝐴 is a field if and
only if 𝐵 is a field.

Proof. Assume 𝐴 is a field, and let 𝑏 ∈ 𝐵. Since 𝑏 is integral, we have a monic polynomial

𝑏𝑛 + 𝑎𝑛−1𝑏𝑛−1 + · · · + 𝑎0 = 0.

Since 𝐵 is an integral domain, we may assume that 𝑎0 ≠ 0 (by otherwise cancelling 𝑏’s
until this is true). Rearranging, this gives an inverse for 𝑏.

Conversely, if 𝐵 is a field and 𝑎 ∈ 𝐴, then 𝑎−1 ∈ 𝐵 has an integral dependency relation
with coefficients in 𝐴, which provides an expression for 𝑎−1 in terms of elements of 𝐴. ■

Corollary 4.9. Let 𝐴 ⊆ 𝐵 be an integral ring extension of integral domains. If 𝔭 is a prime of 𝐵,
then 𝔭 is maximal if and only if 𝐴 ∩ 𝔭 is maximal in 𝐴.

Proof. Suppose that 𝔭 is a prime ideal of 𝐵. Then, taking the quotient, we have

𝐴/(𝐴 ∩ 𝔭) ⊆ 𝐵/𝔭.
This is an integral extension. By Proposition 4.8, the latter is a field if and only if the
former is a field. ■

4.4 Noether normalization

No.

4.5 Primes in integral extensions

Proposition 4.10: Lying over and going down. Let 𝐴 ⊆ 𝐵 be an integral ring extension, and
let 𝔭 be a prime of 𝐴. Then there is a prime 𝔮 of 𝐵 such that 𝐴 ∩ 𝔮 = 𝔭. Furthermore, for any ideal
𝐼 ⊆ 𝐵 for which 𝐴 ∩ 𝐼 ⊆ 𝔭, one may choose 𝔮 such that 𝐼 ⊆ 𝔮.

Proof. We reduce to the case 𝐼 = 0 by considering the integral extension

𝐴/(𝐴 ∩ 𝐼) ⊆ 𝐵/𝐼.
Therefore, we may assume 𝐼 = 0. On the other hand, we can assume that 𝐴 is local with
maximal ideal 𝔭 is maximal by considering the multiplicative subset 𝑈 = 𝐴\𝔭 and the
integral extension

𝐴𝔭 = 𝐴[𝑈−1] ⊆ 𝐵[𝑈−1].
Now, under these hypotheses, amaximal ideal𝔪 ⊆ 𝐵 containing 𝔭𝐵will satisfy𝔪∩𝐴 ⊇ 𝔭,
hence𝔪∩𝐴 = 𝔭. In particular, such a maximal ideal will exist if and only if 𝔭𝐵 is a proper
ideal. It is: if it were not, then 1 ∈ 𝔭𝐵 so

1 = 𝑝1𝑏1 + · · · + 𝑝𝑛𝑏𝑛 , 𝑝𝑖 ∈ 𝔭, 𝑏𝑖 ∈ 𝐵.
Let 𝐵′ = 𝐴[𝑏1 , . . . , 𝑏𝑛]. We have 1 ∈ 𝔭𝐵′, so that 𝔭𝐵′ = 𝐵′. By the integrality of 𝐵 ⊇ 𝐴, we
see that 𝐵′ is integral over𝐴, so 𝐵′ is a finitely generated𝐴-module. ApplyingNakayama’s
lemma, we see that 𝐵′ = 0, which would mean that 1 = 0, a contradiction. ■
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Lemma 4.11. Let 𝐴 ⊆ 𝐵 be a ring extension of integral domains. If the induced field extension
Frac(𝐴) ⊆ Frac(𝐵) is algebraic, then any non-zero ideal of 𝐵 intersects 𝐴 non-trivially.

Proof. All ideals contain principal ideals, so it suffices to consider the latter. Let 𝑏 ∈ 𝐵.
Then, by the hypothesis, we have a polynomial relationship

𝑎𝑛𝑏𝑛 + · · · + 𝑎1𝑏 + 𝑎0 = 0, 𝑎𝑖 ∈ Frac(𝐴).
We can assume that 𝑎0 ≠ 0 by cancellativity, and by cancelling denominators, we can
assume that 𝑎𝑖 ∈ 𝐴 for all 0 ≤ 𝑖 ≤ 𝑛. Then 𝑎0 ∈ (𝑏) ∩ 𝐴 is a non-trivial element of
intersection. ■

Corollary 4.12. Let 𝐴 ⊆ 𝐵 be an integral ring extension, and let 𝔮1 , 𝔮2 ⊆ 𝐵 be distinct prime
ideals such that 𝔮1 ∩ 𝐴 = 𝔮2 ∩ 𝐴. Then 𝔮1 and 𝔮2 are incomparable with respect to inclusion.

Proof. Suppose that 𝔮1 ⊆ 𝔮2 and that 𝔮1 ∩𝐴 = 𝔮2 ∩𝐴 = 𝔭. Taking the quotient, we have an
integral extension

𝐴/𝔭 ⊆ 𝐵/𝔮1

so we may assume that 𝐴 is an integral domain, 𝔮1 = (0), and 𝔮2 ∩ 𝐴 = (0). Applying
Lemma 4.11, we see that 𝔮2 = (0). ■

5 Chapter 5: The Nullstellensatz

5.1 Jacobson rings

Definition 5.1. A commutative ring 𝑅 is Jacobson if every prime ideal is the intersection
of maximal ideals.

Example 5.2. Every field is Jacobson, since (0) is their only prime ideal.

Example 5.3. Quotients of Jacobson rings are Jacobson, by the ideal correspondence the-
orem.

Lemma 5.4. Let 𝑅 be a commutative ring. The following are equivalent.

(1) 𝑅 is Jacobson.

(2) If 𝔭 ⊆ 𝑅 is prime and 𝑅/𝔭 has an element 𝑏 such that (𝑅/𝔭)[𝑏−1] is a field, then 𝑅/𝔭 is a
field.

(3) For every prime ideal 𝔭 ⊆ 𝑅, the quotient 𝑅/𝔭 is Jacobson.

Proof. Assume (1) holds. Since 𝔭 is prime, 𝑆 := 𝑅/𝔭 is an integral domain, so the intersec-
tion of the maximal ideals of 𝑆 is (0). Let 𝑏 ∈ 𝑆 be such that 𝑆[𝑏−1] is a field. The prime
ideals of 𝑆[𝑏−1] correspond to prime ideals in 𝑆 not containing 𝑏, but since 𝑆[𝑏−1] is a field,
this means 𝑏 is contained in any non-zero prime ideal of 𝑆. It follows that (0) is maximal,
since otherwise 𝑏 = 0. Hence 𝑆 is a field

Now suppose (2) holds, and let 𝔮 ⊆ 𝑅 be a prime ideal. Let 𝐼 be the intersection of all
maximal ideals containing 𝔮. We want to see that 𝔮 = 𝐼. If this does not hold, let 𝑓 ∈ 𝐼\𝔮;
by Proposition 1.6, we find a prime ideal 𝔭 maximal with respect to including 𝔮 but not
including 𝑓 . The ideal 𝔭 cannot be a maximal ideal, so that 𝑅/𝔭 is not a field. On the other

14



hand, inverting 𝑓 , we see that 𝔭𝑅[ 𝑓 −1] is maximal, so (𝑅/𝔭)[ 𝑓 −1] is a field, a contradiction.
That (1) and (3) are equivalent is clear by the ideal correspondence theorem. In partic-

ular, if 𝑅 is Jacobson then (3) follows easily; conversely, if (3) holds, then we consider the
reduction of 𝑅 since they have the same poset of prime ideals. Then 𝑅 = 𝑅/(0) is Jacobson.

■

5.2 The Nullstellensatz for Jacobson rings

Theorem 5.5. Let 𝑅 be a Jacobson ring, and 𝑆 a finitely generated 𝑅-algebra. Then:

(1) 𝑆 is Jacobson.

(2) If 𝔫 ⊆ 𝑆 is maximal, then 𝔪 := 𝔫 ∩ 𝑅 is a maximal ideal of 𝑅 and 𝑆/𝔫 is a finite extension
of 𝑅/𝔪.

Proof. Step one: the special casewhen𝑅 is a field and 𝑆 = 𝑅[𝑋]. The ring 𝑆 is of dimension
one, i.e. every prime ideal is maximal. Let 𝔫 = ( 𝑓 ) ⊆ 𝑆 be maximal. Since 𝑅 is a field and
𝔫 is proper, we must have 𝑅 ∩ 𝔫 = (0). By standard field theory, dim𝑅(𝑆/𝔫) = deg 𝑓 < ∞,
so we see that (2) holds. To see that (1) holds, since every non-zero prime is maximal, we
must show that (0) ⊆ 𝑆 is the intersection of prime ideals in 𝑆. To see that this holds, note
that 𝑆 has infinitely many irreducible polynomials, and no non-zero polynomial can be
divisible by all of them. This establishes (1) and (2) when 𝑅 is a field and 𝑆 = 𝑅[𝑋].

Step two: the case when 𝑅 is Jacobson and 𝑆 is generated by one element over 𝑅. We
want to apply Lemma 5.4 to prove (1), so let 𝔭 ⊆ 𝑆 be a prime ideal such that∃𝑏 ∈ 𝑆′ := 𝑆/𝔭
such that 𝑆′[𝑏−1] is a field. Write 𝑅′ = 𝑅/(𝑅 ∩ 𝔭), so we have integral domains 𝑅′ and 𝑆′
with 𝑆′ finitely generated over 𝑅′ by one element, and we have 𝑏 ∈ 𝑆′ such that 𝑆′[𝑏−1] is
a field. We will show that 𝑅′ and 𝑆′ are fields, which proves both (1) and (2).

Since 𝑆′ is generated by one element 𝑡, there is an isomorphism 𝑅′[𝑥]/𝔮 � 𝑆′ sending
𝑥 to 𝑡, where 𝔮 ⊆ 𝑅′[𝑥] is a prime ideal (since 𝑆′ is an integral domain). We have 𝔮 ≠ (0):
indeed, otherwise 𝑅′[𝑥] � 𝑆′ and we obtain a polynomial 𝑏 ∈ 𝑅′[𝑥] such that 𝑅′[𝑥][𝑏−1] is
a field. Letting 𝐾′ = Frac(𝑅′), we see that 𝐾′[𝑥][𝑏−1] is also a field, but by step one (which
proves 𝐾′[𝑥] is Jacobson) this would imply 𝐾′[𝑥] is a field (by Lemma 5.4), which is false.
So, 𝔮 ≠ (0), and 𝑆′[𝑏−1] � 𝐾′[𝑥]/𝔮𝐾′[𝑥].ᵃ

Pick a non-zero polynomial 𝑝(𝑥) ∈ 𝔮 for which

𝑝(𝑡) = 𝑝𝑛𝑡𝑛 + · · · + 𝑝1𝑡 + 𝑝0 = 0 in 𝑆.

Inverting 𝑝𝑛 , we see that 𝑆′[𝑝−1
𝑛 ] is integral over 𝑅′[𝑝−1

𝑛 ]. Our selected element 𝑏 ∈ 𝑆′ from
earlier also satisfies an algebraic equation

𝑞(𝑏) = 𝑞𝑚𝑏𝑚 + · · · + 𝑞1𝑏 + 𝑞0 = 0.

Since 𝑆′ is an integral domains, we may assume that 𝑞0 ≠ 0 (by dividing out otherwise).
Inverting 𝑞0, we see that the field 𝑆′[𝑏−1] is integral over 𝑅′[(𝑝𝑛𝑞0)−1], which implies that
𝑅′[(𝑝𝑛𝑞0)−1] is a field. Since 𝑅′ is Jacobson, this means 𝑅′ is a field, and since 𝑆′ is then in-
tegral over 𝑅′,ᵇ it is a field. This completes the proofwhen 𝑅 is Jacobson and 𝑆 is generated
by one element.

Step three: 𝑅 is Jacobson and 𝑆 is generated by 𝑟 > 1 elements. We proceed by in-
duction. Consider the 𝑅-algebra 𝑆′ generated by 𝑟 − 1 of the generators of 𝑆. Then, by
assumption, 𝑆′ is Jacobson, and 𝑆 is an 𝑆′-algebra generated by one element, hence Jacob-
son. If 𝔫 ⊆ 𝑆 is a maximal ideal, then 𝑆′ ∩ 𝔫 is a maximal ideal by the case 𝑟 = 1, and
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𝑅 ∩ 𝔫 = 𝑅 ∩ (𝑆′ ∩ 𝔫) is hence maximal by the induction assumption. The extensions

𝑅/(𝑅 ∩ 𝔫) ↩→ 𝑆′/(𝑆′ ∩ 𝔫) and 𝑆′/(𝑆′ ∩ 𝔫) ↩→ 𝑆/𝔫
are finite by the induction step and by the case 𝑟 = 1, so that 𝑆/𝔫 is a finite extension of
𝑅/(𝑅 ∩ 𝔫) by the tower law. ■

ᵃWhy?
ᵇAlso why?

5.3 The Nullstellensatz for fields

Definition 5.6. Let 𝑘 be a field. Affine 𝑛-space over 𝑘 is defined to be 𝔸𝑛(𝑘) := 𝑘𝑛 . For any
ideal 𝐼 ⊆ 𝑘[𝑥1 , . . . , 𝑥𝑛], we associate a set

𝑉(𝐼) := {𝑝 ∈ 𝔸𝑛(𝑘) | ∀ 𝑓 ∈ 𝐼 , 𝑓 (𝑝) = 0}.
A subset 𝑋 ⊆ 𝔸𝑛(𝑘) is called an algebraic set if it is of the form 𝑉(𝐼) for some ideal 𝐼. To
any ideal subset 𝑋 ⊆ 𝔸𝑛(𝑘), we associate an ideal

𝐼(𝑋) := { 𝑓 ∈ 𝑘[𝑥1 , . . . , 𝑥𝑛] | ∀𝑥 ∈ 𝑋, 𝑓 (𝑥) = 0}.
Corollary 5.7. Let 𝑘 be a field.

(1) For each 𝑝 = (𝑎1 , . . . , 𝑎𝑛) ∈ 𝑘𝑛 , the ideal

𝔪𝑝 := (𝑥1 − 𝑎1 , . . . , 𝑥𝑟 − 𝑎𝑛) ⊆ 𝑘[𝑥1 , . . . , 𝑥𝑛]
is maximal.

(2) If 𝑘 is algebraically closed and 𝑋 ⊆ 𝔸𝑛(𝑘) is an algebraic set, then every maximal ideal in
𝑘[𝑥1 , . . . , 𝑥𝑛]/𝐼(𝑋) is of the form 𝔪𝑝/𝐼(𝑋) for some 𝑝 ∈ 𝑋.

Proof. (1) is easy, since 𝑘[𝑥1 , . . . , 𝑥𝑛]/𝔪𝑝 � 𝑘 is a field. Furthermore,𝔪𝑝 ⊇ 𝐼(𝑋) if and only
if 𝑝 ∈ 𝑋. To prove (2), note that ideals in 𝑘[𝑥1 , . . . , 𝑥𝑛]/𝐼(𝑋) are in bĳection with ideals in
𝑘[𝑥1 , . . . , 𝑥𝑛] containing 𝐼(𝑋), and this bĳection preserves maximal ideals. Thus, we need
only check that every maximal ideal of 𝑘[𝑥1 , . . . , 𝑥𝑛] is of the form𝔪𝑝 for some 𝑝 ∈ 𝔸𝑛(𝑘).
If 𝔫 ⊆ 𝑘[𝑥1 , . . . , 𝑥𝑛] is a maximal ideal, then by the Nullstellensatz for Jacobson rings we
see that

𝑘 = 𝑘/(𝑘 ∩ 𝔫) → 𝑘[𝑥1 , . . . , 𝑥𝑛]/𝔫
is a finite degree field extension. Since 𝑘 is algebraically closed, it must then be an iso-
morphism. Let 𝑎𝑖 be the preimage of 𝑥𝑖 under this isomorphism, and set 𝑝 = (𝑎1 , . . . , 𝑎𝑛).
Then 𝔪𝑝 ⊆ 𝔫, so they are equal. ■

Corollary 5.8. Let 𝑘 be an algebraically closed field, and let 𝐼 be an ideal in 𝑘[𝑥1 , . . . , 𝑥𝑛].
(1) If 𝐼 ≠ 0, then 𝑉(𝐼) ≠ ∅.

(2) Generically, 𝐼(𝑉(𝐼)) = √
𝐼.

In particular, we have a bĳection between algebraic sets and radical ideals.
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Proof. For (1), note that 𝐼 is contained in a maximal ideal𝔪𝑝 which will determine a point
𝑝 ∈ 𝑉(𝐼). For (2), note that points of 𝑉(𝐼) correspond to maximal ideals 𝔪𝑝 containing
𝐼. In particular, 𝐼(𝑉(𝐼)) is the intersection of all maximal ideals containing 𝐼, but since
𝑘[𝑥1 , . . . , 𝑥𝑛] is Jacobson, this means that 𝐼(𝑉(𝐼)) is the intersection of all prime ideals
containing 𝐼. ■

6 Chapter 6: Localizations of Rings & Modules

8 Chapter 8: Discrete Valuation Rings

8.1 Discrete valuations and their corresponding rings of integers

Definition 8.1. Let 𝐾 be a field. A discrete valuation of 𝐾 is a surjective function

𝑣 : 𝐾× → ℤ

such that

(DV1) 𝑣(𝑥𝑦) = 𝑣(𝑥) + 𝑣(𝑦), and
(DV2) 𝑣(𝑥 ± 𝑦) ≥ min{𝑣(𝑥), 𝑣(𝑦)}.
We extend this to a function 𝑣 : 𝐾 → ℤ by setting 𝑣(0) := −∞.

Proposition 8.2. Let 𝐾 be a field with a valuation 𝑣. Then

(1) 𝑣(1) = 0,

(2) for all 𝑥 ∈ 𝐾×, 𝑣(𝑥−1) = −𝑣(𝑥), and

(3) for all 𝑥 ∈ 𝐾× and 𝑚 ∈ ℤ, 𝑣(𝑥𝑚) = 𝑚𝑣(𝑥).
Proof. For (1), apply (DV1) to see that

𝑣(1) = 𝑣(1 · 1) = 𝑣(1) + 𝑣(1) =⇒ 𝑣(1) = 0.

For (2), we use (1) and (DV1) to see that

0 = 𝑣(1) = 𝑣(𝑥𝑥−1) = 𝑣(𝑥) + 𝑣(𝑥−1) =⇒ 𝑣(𝑥−1) = −𝑣(𝑥)
as desired. For (3), apply (1), (2) of the proposition, as well as (DV1) in the definition. ■

Proposition 8.3. Let 𝐾 be a field and 𝑣 a discrete valuation on 𝐾. Define

𝒪𝐾 := {𝑥 ∈ 𝐾 | 𝑣(𝑥) ≥ 0}, 𝔪 := {𝑥 ∈ 𝐾 | 𝑣(𝑥) > 0}.
Then the following statements hold.

(1) 𝒪𝐾 is a local ring with maximal ideal 𝔪, and 𝒪×
𝐾 = {𝑥 ∈ 𝐾 | 𝑣(𝑥) = 0}.

(2) Let 𝑡 ∈ 𝒪𝐾 be such that 𝑣(𝑡) = 1. Then every element 𝑥 ∈ 𝒪𝐾 can be written uniquely in the
form 𝑥 = 𝑡𝑛𝑢, where 𝑢 ∈ 𝒪×

𝐾 .

(3) Let 𝐼 ⊆ 𝒪𝐾 be a non-zero ideal. Then 𝐼 = (𝑡𝑛) for some 𝑛 ≥ 0. In particular, 𝔪 = (𝑡) and
𝒪𝐾 is Noetherian.
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Proof. (1) By the definition of a valuation, we have that

∀𝑥, 𝑦 ∈ 𝒪𝐾 , 𝑥𝑦 ∈ 𝒪𝐾 , 𝑥 ± 𝑦 ∈ 𝒪𝐾 .

In addition, the set 𝔪 clearly forms an ideal. Indeed, if 𝑥 ∈ 𝔪 and 𝑟 ∈ 𝒪𝐾 , then

𝑣(𝑟𝑥) = 𝑣(𝑟) + 𝑣(𝑥) > 𝑣(𝑟) ≥ 0

so that 𝑟𝑥 ∈ 𝔪. If 𝑥, 𝑦 ∈ 𝔪, then

𝑣(𝑥 + 𝑦) ≥ min{𝑣(𝑥), 𝑣(𝑦)} > 0

so that 𝑥 + 𝑦 ∈ 𝔪. Now, if 𝑓 ∈ 𝒪𝐾 satisfies 𝑣( 𝑓 ) = 0, then 𝑓 −1 ∈ 𝐾 satisfies

𝑣( 𝑓 −1) = −𝑣( 𝑓 ) = 0 =⇒ 𝑓 −1 ∈ 𝒪𝐾 ,

so 𝑓 ∈ 𝒪×
𝐾 . Conversely, if 𝑓 ∈ 𝒪×

𝐾 then 𝑣( 𝑓 ) ≥ 0 and −𝑣( 𝑓 ) ≥ 0, so 𝑣( 𝑓 ) = 0. Notably, every
non-invertible element is contained in the ideal 𝔪, so that 𝔪 is maximal.

(2) Let 𝑣(𝑡) = 1, and let 𝑥 ∈ 𝒪𝐾 . If 𝑥 is a unit, then 𝑥 = 𝑡0𝑥 provides the result.
Otherwise, 𝑣(𝑥) = 𝑛0 ≥ 1. In particular,

𝑣(𝑥𝑡−𝑛0) = 𝑣(𝑥) − 𝑛0𝑣(𝑡) = 𝑛0 − 𝑛0 = 0 =⇒ 𝑥𝑡−𝑛0 ∈ 𝒪×
𝐾 .

We then have 𝑥 = 𝑡𝑛0 · 𝑥𝑡−𝑛0 . If 𝑡𝑛𝑢 = 𝑡𝑚𝑢′, then

𝑣(𝑡𝑛𝑢) = 𝑣(𝑡𝑚𝑢′) =⇒ 𝑛 = 𝑚,

and therefore, dividing out, we have 𝑢 = 𝑢′.
(3) Let 𝐼 ⊆ 𝒪𝐾 be a non-zero ideal. If 𝐼 = (1), then 𝐼 = (𝑡0). If 𝐼 is a proper ideal, by (2)

any element of 𝐼 is of the form 𝑡𝜈𝑢. Let 𝑛 be the smallest natural number appearing in the
exponent of 𝑡. It is clear that 𝐼 = (𝑡𝑛). In the case when 𝐼 = 𝔪, since 𝑡 ∈ 𝔪 we easily see
that 𝔪 = (𝑡). ■

Definition 8.4. A commutative ring 𝐴 is a discrete valuation ring if there is a field 𝐾 with
a valuation 𝑣 such that 𝐴 � 𝒪𝐾 . The induced element 𝑡 ∈ 𝔪 is called a parameter, or
uniformizer.

Lemma 8.5. Let 𝐴 be a Noetherian integral domain, and let 𝑡 ∈ 𝐴 be non-invertible. Then

∞∩
𝑛=1

(𝑡𝑛) = 0.

Proof. Let 𝑥 ∈ 𝐴. We aim to show that 𝑥 ∉ ∩𝑛(𝑡𝑛). Certainly, either 𝑥 ∉ (𝑡) or 𝑥 ∈ (𝑡). In the
former case, we are done. In the latter, write 𝑥 = 𝑥(1)𝑡. If 𝑥(1) ∉ (𝑡), then 𝑥 ∉ (𝑡2), and we
are done. Repeating the argument, we find a sequence of elements 𝑥(𝑛) with inclusions

(𝑥) ⊆ (𝑥(1)) ⊆ · · · (𝑥(𝑛)) ⊆ · · ·𝐴.
These inclusions must be strict: in general, if (𝑦) = (𝑡𝑦), then 𝑦 = 𝑎𝑡𝑦 and (1 − 𝑎𝑡)𝑦 = 0
implies that 𝑡 is a unit, since 𝐴 is an integral domain. Notably, since 𝐴 is Noetherian, this
implies that the chain must stop at some point 𝑛 (as otherwise, it would have to stabilize,
which is impossible since the inclusions are strict). One then sees that 𝑥 ∈ (𝑡𝑛)\(𝑡𝑛+1). ■
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8.2 A criterion for being a discrete valuation ring

Proposition 8.6. Let 𝐴 be a local integral domain with a principal maximal ideal 𝔪 = (𝑡), and
let 𝐾 be the field of fractions of 𝐴. Suppose that ∩𝑛(𝑡𝑛) = 0. Then 𝐴 is a discrete valuation ring.
More precisely, the following statements hold.

(1) Let 𝑥 ∈ 𝐴\{0}. Then there is a unique representation 𝑥 = 𝑡𝑛𝑢, where 𝑛 ≥ 0 and 𝑢 ∈ 𝐴×.
Moreover, if 𝑥 ∈ 𝐾 then there is a unique representation 𝑥 = 𝑡𝑛𝑢 where 𝑛 ∈ ℤ and 𝑢 ∈ 𝐴×.

(2) Define a map 𝑣 : 𝐴 → ℤ≥0 by 𝑣(𝑥) = 𝑛 where 𝑥 = 𝑡𝑛𝑢. This extends to a map 𝑣 : 𝐾 → ℤ
given by

𝑣(𝑥/𝑦) := 𝑣(𝑥) − 𝑣(𝑦), 𝑥/𝑦 ∈ 𝐾.
The map 𝑣 defines a discrete valuation on 𝐾 for which 𝐴 = 𝒪𝐾 .

(3) Every non-zero ideal 𝐼 of 𝐴 is of the form 𝐼 = (𝑡𝑛).

Proof. (1) Let 𝑥 ∈ 𝐴\{0}. Find 𝑛 such that 𝑥 ∈ (𝑡𝑛)\(𝑡𝑛+1), so that 𝑥 = 𝑡𝑛𝑢 with 𝑢 ∉ (𝑡) = 𝔪.
Since 𝐴 is a local ring, this means 𝑢 ∈ 𝐴×. Clearly, 𝑛 is uniquely chosen, and if 𝑥 = 𝑡𝑛𝑢 =
𝑡𝑛𝑢′, cancelling the 𝑡𝑛’s shows 𝑢 = 𝑢′ (this is allowed since 𝐴 is an integral domain). If
𝑥 ∈ 𝐾, write 𝑥 = 𝑎/𝑏 where 𝑎 = 𝑡𝑛𝑢 and 𝑏 = 𝑡𝑚𝑢′. Then

𝑥 =
𝑡𝑛𝑢
𝑡𝑚𝑢′ = 𝑡

𝑛−𝑚𝑢𝑢′−1.

This is clearly unique.
(2) Since 𝑧 ∈ 𝐾× has a unique representation of the form 𝑧 = 𝑡𝑛𝑢, it follows that 𝑣 is

well-defined and that 𝑣 is surjective. It is clear that 𝑧 ∈ 𝐴 if and only if 𝑣(𝑧) ≥ 0. Thus, it
remains to see that 𝑣 is a valuation. That 𝑣(𝑥𝑦) = 𝑣(𝑥)+𝑣(𝑦) is trivial, so (DV1) is satisfied.
For (DV2), write 𝑥 = 𝑡𝑛𝑢, 𝑦 = 𝑡𝑚𝑢′. Suppose without loss of generality that 𝑛 ≥ 𝑚. Then

𝑣(𝑥 ± 𝑦) = 𝑣(𝑡𝑛𝑢 ± 𝑡𝑚𝑢′) = 𝑚 + 𝑣(𝑡𝑛−𝑚𝑢 + 𝑢′) ≥ 𝑚 = 𝑣(𝑦).
Therefore, 𝑣 is a discrete valuation on 𝐾 and 𝐴 is a discrete valuation ring. (3) follows
since (1) and (2) prove that 𝐴 is a discrete valuation ring. ■

Corollary 8.7. Let 𝐴 be a commutative ring. Then the following are equivalent.

(1) 𝐴 is a discrete valuation ring.

(2) 𝐴 is a Noetherian local ring such that dim𝕜(𝔪/𝔪2) = 1 and Spec𝐴 = {(0),𝔪}. Here, 𝔪 is
the unique maximal ideal of 𝐴 and 𝕜 := 𝐴/𝔪.

Proof. If (1) holds, then 𝐴 is automatically a local Noetherian integral domain and every
ideal is of the form (𝑡𝑛), where 𝑡 is the uniformizer. It follows that the only prime ideals
in 𝐴 are (0) and (𝑡). Since 𝔪 is generated by one element, so is 𝔪/𝔪2.

Supposing (2) holds, we applyNakayama’s lemma (noting that𝐴 is an integral domain
since (0) is prime) to see that the generator [𝑡] of𝔪/𝔪2 lifts to a generator 𝑡 of𝔪. Applying
the above proposition, we see that 𝐴 is a discrete valuation ring. ■
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